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The hydrodynamic flow field induced by a point-force singularity (Stokeslet) acting parallel to
two coaxially positioned no-slip disks of finite size is studied on the basis of the linearized Navier-
Stokes equations. The Stokeslet is assumed to be located on the center axis of the two disks. The
solution of the hydrodynamic equations is formulated as a mixed-boundary-value problem which
is then reduced into a system of six dual integral equations in the inner and outer domains. We
show the existence of asymmetric viscous eddies and generation of recirculation vortices in the fluid
domain bounded by the two plates and systematically examine the variation of the height of the
stagnation point with respect to the geometrical parameters of the system. Additionally, we employ
the derived solution to probe the effect of the coaxially positioned disks on the slow parallel motion
of a point-like particle and assess the validity of the often-used superposition approximation. Our
results may prove useful in the study of the behavior of colloidal suspensions in confined geometries.

An elaborated version including appendices has been submitted to La Houille Blanche — Revue
internationale de l’eau / LHB Hydroscience Journal (in French). Title: “Stokeslet paralléle entre
deux disques rigides antidérapants positionnés de maniére coaxiale : une approche aux équations

intégrales duales”.

I. INTRODUCTION

Fluid-mediated hydrodynamic interactions between
colloidal particles in a solvent medium under confinements
are ubiquitous in nature and find application in various
industrial and technological processes [1, 2]. A deep
understanding of the effect of confining boundaries on
the dynamics and rheology of colloidal suspensions is of
paramount importance in the design and development of
microfluidic systems. Prime examples include particle/cell
manipulation in microfluidic chips [3-6], DNA separation
and genotyping analysis in nano-capillary channels [7—
9], and probing of complex structures in atomic force
microscopy measurements [10-13].  Over the past few
decades, there has been a tremendous research effort
focused on unveiling the behavior of particulate suspension
flow in narrow confinements.

At small length and time scales, flowing fluids are
governed by low-Reynolds-number hydrodynamics, as long
as viscous forces dominate over inertial forces. In these
situations, a full description of the mutual interactions
between particles suspended in a viscous medium is
provided by the hydrodynamic mobilities [14] that bridge
the velocity of the particles to the forces exerted on their
surfaces. Analytical expressions of the mobility functions
are tabulated for diverse types of geometrical confinements,
e.g. in the classic textbook by Happel and Brenner [15].
Heretofore, available analytical results include the solution
for the hydrodynamic mobility and Brownian motion of
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a particle settling near a flat wall [16-25], a planar
interface with a partial-slip [26-28], a surfactant-covered
interface [29-31], a rough surface [32], an elastic membrane
featuring shear and bending deformation modes [33—41] or a
surface separating two mutually immiscible liquids [42, 43].

In a seminal work, the low-Reynolds-number motion of
a colloidal particle moving in a channel bounded by two
infinitely extended plates has been examined by Faxén [44].
In his PhD dissertation, Faxén provided perturbative
expressions of the translational mobility for parallel motion
when the particle is moving in the mid-plane or quarter-
plane between two planar walls [15]. An exact solution
for arbitrary motion of a point-like particle moving in
a channel has later been obtained by Liron [45] using
the image solution technique. Likewise, the arbitrary
motion of a truly extended particle between two plates
has been investigated using multipole expansion [46, 47]
or via a combined analytical-numerical technique [48, 49].
Theoretical predictions have been verified using direct
imaging measurements [50], dynamic light scattering [51],
as well as video microscopy [52] in combination with optical
tweezers [53, 54].

In a recent work [55], the axisymmetric Stokes flow
induced by a point-like particle moving normal to two
coaxially positioned rigid no-slip disks of finite size has
analytically been obtained. There, the hydrodynamic
problem for the surrounding viscous flow has been
formulated as a mixed-boundary-value problem, which has
subsequently been reduced into a system of dual integral
equations amenable to numerical integration. In the
present contribution, we complement and supplement this
earlier work by examining, using an analogous approach,
the asymmetric flow field induced by a point particle
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Figure 1. Schematic description showing two coaxially
positioned disks of radius R and separation H, and a point
force singularity (Stokeslet) acting between them at a height h
above the center point O. This Stokeslet is transversely oriented,
i.e. acting perpendicular to the axis of symmetry of the setup.
The whole setup is embedded in a Newtonian fluid medium of
viscosity 7.

moving parallel to two finite sized disks. The dual integral
equation approach has previously successfully been used
to address the flow induced by a Stokeslet near a no-slip
disk [56, 57], a finite-sized elastic membrane [58, 59], or the
axisymmetric slow viscous flow due to the motion of two
coaxially positioned disks of the same size [60].

The remainder of the paper is structured as follows.
Firstly, in Sec. II, the physical problem under investigation
is described and the governing equations of fluid motion as
well as the underlying boundary conditions are introduced.
Thereafter, the solution technique using the dual integral
approach is outlined. In Sec. III, the results so obtained
with regard to the hydrodynamic mobility and flow fields
are discussed. Finally, the key outcomes are highlighted
and further research directions are provided in Sec. I'V.

II. MATHEMATICAL FORMULATION

As introduced above, we examine the low-Reynolds-
number fluid flow induced by a Stokeslet singularity acting
tangent to the surfaces of two coaxially positioned rigid
disks of equal radius R. The disks are located a distance H
apart, within the planes z = —H/2 and z = H/2 of a
Cartesian coordinate frame, see Fig. 1. Moreover, the disks
are assumed to be infinitesimally thin. More precisely, we
consider the situation in which the Stokeslet is located
on the axis passing through the centers of the coaxially
positioned disks, here described by the z axis. We assume
that the flow preserves the volume of the fluid, and we
denote by 7 the viscosity of the surrounding Newtonian

fluid filling up the whole space. Subsequently, we scale all
lengths by the separation distance H.

A. Governing equations

Under creeping flow conditions, hydrodynamics is then
governed by the Stokes equations [15]

~Vp+nV2v+ Fé(r —m9) =0, (1a)
V-v=0, (1b)

wherein v and p denote, respectively, the fluid velocity and
pressure fields. In addition, F' is a concentrated point-
force acting on the surrounding fluid at position ry = hé,
tangent to the two disks, where h € (—H/2, H/2). The unit
vector €, is directed normal to the planes containing the
disks, and we choose the origin of our coordinate system
as the center point between the two disks. Without loss of
generality, we assume that the point-force is oriented along
the positive x direction such that F = Fé,.

We identify by the subscript 1 the flow parameters in
the fluid domain beneath the plane containing the lower
disk, defined by z € (—oo, —H/2], by the subscript 2 the
fluid region bounded by the planes containing the two disks
such that z € [-H/2, H/2|, and by the subscript 3 the fluid
domain above the plane containing the upper disk, defined
by z € [H/2,00).

The solution of the fluid dynamics equations (1) in an
unbounded fluid medium in the absence of the two disks is
expressed in terms of the free-space Green’s function [15].
The corresponding velocity components (v, vi, v9) are

given in the cylindrical coordinate system (r, ¢, z) by

where we have used the abbreviation K = F/(87n). In
addition, the corresponding pressure field is expressed as

2Kr

S

p = -
03

cos ¢, (3)

where p = |r — 1| = (r*+ (2 — h)?) 1/2 represents the
distance of a point measured from the position of the
Stokeslet.

The presence of confining disks can be incorporated
in the solution of the flow problem by considering
a complementary solution (v*,p*) such that its linear
superposition with the unbounded flow

v=0°+v*, p=p°+p*, (4)



satisfies the underlying regularity and boundary conditions.
The complementary solution (v*,p*) is also sometimes
called the image solution [61].

Since the Stokeslet is acting perpendicular to the center
axis of the setup, the flow problem becomes asymmetric
about the center axis. In this case, the solution of the
Stokes flow can conveniently be expressed as [62]

v*=VI+4 VD -3, +V x (N€,) , (5a)
o
=2
pr=2 (5b)

Here II, ¥, and €2 are three harmonic functions satisfying

Laplace’s equation, namely, V2II = V2¥ = V2 = 0, and
oIl

O=V+4 — 6

5 (6)

The solution of Laplace’s equation in the present

geometry can be expressed in terms of Fourier-Bessel

integrals of the form

I; = Kcos¢/ (Afe™ + A7e ) Ji(Ar)dA,  (Ta)
U, = Kcosg / (B e* + By e ) Ji(Ar)dX, (7b)
0

Q; = Ksinqb/ (C’feAz + C’Z-_e_)‘z) Ji(Ar)ydA,  (7c)
0

where ¢ € {1,2,3} identifies the fluid domain under
consideration. Here, A denotes the wavenumber (with
dimension of inverse length), J; represents the first-order
Bessel function of the first kind [63], and (AF, BE, CF)
are unknown wavenumber-dependent functions yet to be
determined from the prescribed regularity and boundary
conditions outlined in the following.

B. Regularity and boundary conditions

Far away from the singularity position, we require
vanishing hydrodynamic fields as p — oo. This leads to
A7 = B] =C] = A = Bf = Cf =0, greatly reducing
the number of unknown quantities. Hereinafter, we ease
notations by using Ai" = A4, Bi" = B, C’f‘ = (1 in domain
1, and A5 = A3, B; = Bs, C5 = (3 in domain 3.

As boundary conditions, we require the continuity of fluid
velocities at the domain interfaces. Specifically,

VI —V2fm_1 = va—v3),_1 =0 (r>0). (8)

In addition, we impose, on the one hand, no-slip and no-
penetration boundary conditions [26] at the inner domain
(r < R) defined by the surface of the disk, yielding

(r<R). (9)

v1|z:7% = /U2|z::|:% = ’U3|z:% =0

On the other hand, we require in the outer region (r >
R) the natural continuity of the normal stresses at the
interfaces between the fluid domains. Specifically,

T2_T1|Z:7% = T3_T2|z:% =0 (’I”>R), (10)

where T; := o+ €, denotes the hydrodynamic stress vector,
having the following form in cylindrical coordinates

T — Ovy; n 0v,; - Ovg, L1 1 0v,, &
e 0z or A r O¢

ov. .
+ (_pi+277 ER )éz, for i € {1,2,3}.

(11)

C. The dual integral formulation

The dual integral equation approach has previously
been used successfully to address the flow induced by a
Stokeslet near a no-slip disk [56, 57], a finite-sized elastic
membrane [58, 59], or to calculate the axisymmetric viscous
flow due to the motion of two coaxially positioned disks
of the same size [60]. Following a similar approach, the
boundary conditions of vanishing velocity components at
the surface of the disks in the inner region (r < R) stated by
Eq. (9) can be rearranged to give the following six integral
equations,

/0 h fTNe 2 LN dA=¢5(r)  (r<R), (12a)
/0 h frNe 2 D(rA)dA=¢&(r)  (r<R), (12b)
[ ametnma=ge)  e<n. 02
[Tt aea=g 0 c<r. (2
/Ooo fFNe 3 h(rNdA =65 (1) (r<R), (12)
/OOO fFNe 2 LA =& ()  (r<R), (12f)

where we have defined, for convenience, the abbreviations

11:()‘> = %)‘(()‘_2> Ay + By £20C1) (13a)
g?‘L(A) =IM((A=2) Ay — By £2Cs) (13b)
) =1 (AN - (A +2)B)) (13c)

and used the recurrence relation of Bessel functions [63]

% Jk(/\’l“)

r Jk_l()\’l“) + Jk+1 (/\7‘) . (14)

The radial functions appearing on the right hand side of
Egs. (12) carry the signature of the free-space velocity field
due to the Stokeslet and are explicitly given by

3r2 +2(h £ 3)?
2+ (i 5)7)*"
(h+ %)r
(7”2 + (hj: %)2)3/2 )

& (r) =

&(r) =



2

(r2 + (h & 1)2)**

& (r) = (15¢)

Subsequently, the boundary conditions related to the
continuity of tangential stresses in the outer region (r > R)
stated by Eq. (10) can likewise be expressed in terms of
integral equations as

/OO gi(N)Ji(Ar)dA =0 (r>R), i€{l,4}, (16a)

0

/OO g(NJo(Ar)dA=0  (r>R), i€{25}, (16b)
0

/OO gi(AN)J2(Ar)dA=0  (r>R), ie{3,6}, (16¢c)
0

where gi,S form the vector g = (91792793794795796)T and
are unknown wavenumber-dependent quantities, given by

g:Alg ‘313+A2 'ZQ. (17)

Here,

A = (A()+ o ) , (18)

where we have defined the submatrices

-Ao” Fo, 0
AT=| £x¢- o TF0 |, (19)
Ao~ o7 Z£o~
with ¢f = AA+2)er2, oF = AX(A—2)e*?, and ot =
A2et2 | In addition
_ (A A

where we have defined

+AoT Fhot +ol

Af = | TAT Fhgi Fof (21)
FApE FApE FoF
and
+
tpzx O 0
Af=| 0= oF —0oF |. (22)
+ot —0T o
Here, Z, = (AQ_,BQ_,C’Q_,A;,B;',C;)T are the

wavenumber-dependent constants of domain-2 and Z13 =
(Al,BhChAg,Bg,Cg)T are the wavenumber-dependent
constants of domain-1 and 3.

Finally, by making use of the boundary conditions of
velocity continuity stated by Eq. (8), the wavenumber-
dependent functions associated with domain 2 (abbreviated
by Z5) can readily be expressed in terms of those associated

with domains 1 and 3 (abbreviated by Z13). Due to their
complexity and lengthiness, the corresponding expressions
have been omitted here.

Following the well-established recipes by Sneddon [64]
and Copson [65], we introduce new unknown functions G; :
[0,R] — R, for i« = 1,...,6, and seek the solution of the
integral equations stated by Egs. (16) in the integral form

gi(A) = 2A2 Rgi(t)J%()\t)dt, ie{l,4},  (23a)
0

gi(A) = 2A7 Rgl(t)J%()\t)dt, ie{2,5}, (23b)
0

gi(A) = 2A2 Rgz(t)J%()\t)dt, ie{3,6}. (23¢)
0

The prime advantage of adopting this form of solution
is that the outer region boundary conditions (16) are
automatically satisfied upon making use of the following
identity [63],

/A%J,,(/\r)J,,JF%()\t)d/\:O O<t<r), (24)
0

where v is a positive integer.

Then, by changing the order of integration with respect
to variables ¢ and A, the inner problem (12) reduces to a
set of six integral equations of the form

6 R
Z/O Kij(r,t)Gj(t)dt =Z(r), i=1,...,6, (25)

wherein E := ({j,é&,ff,ff,f?f{) are the radially
symmetric functions given by Egs. (15). The kernel
functions K;;, with 4,7 = 1,...,6, entail improper

(infinite) integrals with respect to the wavenumber A (see
Appendix for their expressions), which can be evaluated
both numerically [66] and analytically. In the present work,
we have adopted the latter route and obtained closed form
expressions of these integrals. Equations (25) form a system
of coupled Fredholm integral equations of the first kind for
the final unknown functions G;(t).

1. Numerical solution of integral equations

The complicated kernel functions appearing in Egs. (25)
prohibits us from obtaining analytical solutions for
the functions G;(t). Therefore, we must turn to
numerical procedures. We employ the Legendre-Gauss
quadrature [67] and evaluate the integrals at N Gaussian
nodes in the interval [0, R]. This reduces the system of
integral equations to a linear system of 6 /N equations, which
can be easily solved using standard numerical methods [68].
With the known discrete values of G;(¢;), wherei =1,...,6
and j = 1,...,N, we again use a similar quadrature
technique to evaluate the integrations in Egs. (23) with
respect to the variable ¢.



To tackle the improper integrals with respect to the
variable A in the interval [0,00) in Egs.(7a~c), we employ
a variable transformation of the form A = tanw. This
provides integrands in the changed integration limit, v €
[0,7/2]. Following this, we again use the Legendre-Gauss
quadrature rule to evaluate discrete values of g;(u,,) at M
Gaussian nodes, where m € [1, M].

Having obtained the variables g;(u,,), we proceed to
recover the wavenumber-dependent quantities Z13 and 2,
using Egs. (17) and obtain the velocity fields by performing
integrations with respect to the wavenumber A, as depicted
in Egs.(7a-c). Although the present methodology may seem
complicated at a first sight, the method alleviates the need
to solve a differential equation using a direct discretization
technique in a three dimensional domain and provides an
alternative formulation demanding only one-dimensional
numerical quadrature. A detailed grid independence test
related to the choice of quadrature points has been provided
in Appendix ?7.

2. Comparison with FEM simulations

For validation, we compare the solutions with numerical
finite element simulations.  To discretize the Stokes
equations, we use quadratic finite elements on an irregular
hexahedral grid. As the quadratic equal order approach
is not inf-sup stable, local projection stabilization is
added [69]. The computational domain is artificially
restricted to a hexahedron with side lengths 10R x 10R X
10H. On the outer boundary the no-stress condition
(Vv + Vol) — pI]-n = 0 is set. The flow is driven by
the point force which is integrated exactly into the weak
formulation as a Dirac on the right-hand side. Quadratic
isoparametric finite elements [70, Sec. 4.2.3] are used to
approximate the geometry of the two disks.

In order to resolve the singularity, the computational
mesh is adaptively refined with highest resolution along the
two disks and in particular at the position of the singularity.
The finest discretization used to produce the results involve
about 15 million degrees of freedom. The resulting linear
systems of equations are inverted with a parallel multigrid
solver [71]. All computations are performed in the finite
element software library Gascoigne 3d [72].

D. Infinite plate limit, R — oo

In the limit of infinitely extended disks, the inner
problem stated by Eqs. (12) becomes valid throughout the
whole semi-infinite domain r € [0, 00). Then, the unknown
functions ¢;(A\) can be determined by transforming the
auxiliary functions defined in Eqs. (15). This is achieved
by applying the Hankel transform [73] of the form

Ef()\):/oorfyi(r)Jy()\T)dr ve{0,1,2}. (26)
0

A subsequent use of the orthogonality property of Bessel
functions [63]

/ h rJ,(Ar)J,(Nr)dr = A1 (A= X) (27)
0

leaves us with a system of linear equations to be solved for
T .
g = (91,92,93, 94,95, gs) . Specifically,

A-g=¢, (28)
where
0 361 —01 209 04 3
200 —64 —63 0 =361 41
A~ 200 0 0 =203 —d2 —62 (29)

203 —02 —d02 —26;1 O 0 ’
0 =& 361 202 I3 I
200 =63 —d04 O 01 —301

where we have defined &, = 1/ (8A?), &, = e/ (8)),
65 = (A+1)e */(8)\?), and 04 = (A —3)e™*/(8A?). In
addition, E = (Tf,Tf,T;,TQ_,T;',Tg)T wherein Tli =
(B/AFh—1/2)e MV/2EN £ = £ (1/24 h) e A/2EN),
and 7 = — (1/A £ h 4 1/2) e A1/2ER),

The linear system stated by Eq. (28) can readily be solved
analytically, giving compact expressions for the unknowns
wavenumber-dependent functions g. The expressions for

Z, and Z43 can subsequently be obtained by making use
of Eq. (17).

ITII. RESULTS AND DISCUSSIONS
A. Hydrodynamic mobility

In the study of suspension mechanics [75, 76], the
hydrodynamic mobility function serves as a means for
relating the particle velocity with the force experienced
by it. In case of a particle translating in an unbounded
Newtonian fluid, the familiar Stokes law states the particle
mobility as pg = 1/(67na), where a is the particle radius.
To investigate the influence of the disks on the drag force
experienced by a point-like particle that is forced to move
parallel to the disk surfaces and at the time of observation
is just located on the center axis of the setup, we analyze
the leading-order correction to the hydrodynamic mobility
when compared to the bulk situation in the absence of the
disks. This quantity can be obtained by evaluating the
image flow field at the particle position. Specifically,

Ap=F1 | * 30
. (re)s(om) " (30)

Rescaling by the bulk mobility ug, we define the scaled
leading-order correction factor to the Stokes mobility as

1A
k=—-—=t (31)
a fo
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Figure 2. Mobility correction factor k vs. disk radius R for the
forced point-like particle located at different vertical distances h
from the center between the two coaxially arranged disks. The
red markers represent the results of Swan and Brady [74]. Inset
shows the variations of the radius Rgg, a measure for the disk
size from where the mobility becomes nearly identical to the one
between infinitely extended disks, with the distance h.

Using the exact solution, the correction factor can be
written in the integral form

ks/‘A<«A5ABQhA;QﬂeAh
0

(32)
éh«A§A+B;ﬂy+A;+C§)>dk

Figure 2 depicts the variation of the leading order
mobility correction factor versus the radius of the coaxially
positioned disks for different vertical locations of the
Stokeslet singularity. In the extreme limit where the disk
radius is high enough to exhibit the characteristics of
the infinitely extended flat plates, the factor k reaches
an asymptotic value. The decreasing magnitude of the
mobility correction factor k with decreasing radius of the
disks indicates reduced resistance to particle motion. In
the limit R — oo, the correction factor is found to be
in full agreement with the solution reported by Swan
and Brady [74] who employed a two-dimensional Fourier
transform technique.

To quantify the cut-off radius below which the finite disk
size becomes important, we calculate the disk radius, Rgg,
for which 99% of the mobility correction between infinitely
extended disks is achieved. The inset to Fig. 2 shows
that the radius Rgg is maximum at h = 0 with a value
of Rgg =~ 5.58. This value can readily be compared to
its corresponding value of about 0.62 reported earlier for
a Stokeslet acting normal to the disks [55]. This suggests
an intrinsically distinct nature of the finite-disk effect on
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Figure 3. The left axis is associated with the maximum

relative error in the mobility correction factor using the Oseen’s
superposition in comparison to our exact solution. Moreover,
the right axis identifies the disk radius for which each value of
Emax was found. In the region marked in gray, Rmax continues
to diverge towards infinity.

the movement of differently oriented point particles. In
addition, the gradual decrease in Rgg with the distance h
signifies the fact that the disk finiteness becomes more and
more crucial as the Stokeslet is located further away from
of the surface of the closer disk.

1. Comparison with Oseen’s approximation

In the following, we examine the accuracy and
appropriateness of the linear superposition approximation
suggested by Oseen [77]. In this approach, the
hydrodynamic mobility between two parallel walls
could appropriately be determined by superimposing
the individual contributions arising from each wall
independently. Accordingly, the mixed boundary
conditions are no longer satisfied at the planes containing
the two disks. To assess the success of this approximation
for the finiteness of the confining disks, we make use of
the single-disk solution reported earlier by Miyazaki [78].
Using our notation, the mobility correction factor near a
single disk can be written in a closed form as [59]

Ap 3 [ 345 3 1)) @
E — i <(1+£2)2 + garctan <£>> R’ (33)

where £ = b/R with b denoting the distance between the

particle and the center of the disk under consideration.
Following Oseen’s approach, the leading-order correction

factor to the hydrodynamic mobility can be approximated
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Figure 4. Flow field induced by a Stokeslet located at different
vertical locations h. The top to bottom panels represent
the cases with h = 0,0.25 and 0.375, respectively. Left
panels (a),(c), and (e) represent the results of the present
semi-analytical theory, while the results of the corresponding
numerical simulations are shown for comparison in the right
panels (b), (d), and (f). In all the cases, R = 1 has been chosen.

by adding the leading-order corrections resulting from the
individual disks. Then,
. (34)
b=2%+h

Ap
s < Ho

To probe the appropriateness of Oseen’s approximation,
we calculate the error &£ relative to the exact solution
presented in section III A. In Fig. 3 we plot the maximum
error Epnax oObtained in the superposition approximation
for a specific vertical distance h of the point-like particle
from the center of the setup. We also portray the radius
of the disks corresponding to that maximum error Ry, x.
The figure depicts that the approximate results are highly
erroneous as the particle locates towards the mid-plane
between the disks, implying up to about 20% error for
h = 0. This maximum error is found to be reached for the
radius of the disks R ~ 1. The highest error is especially
important considering the fact that the finite size of disks
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Figure 5. Increasmgly pronouncedwvortlces Wlth 1ncreasmg disk
radius. Panels (a),(b), and (c) cotrespond to the cases of R =
0.25,0.5 and 2, respectively. In all cases, h = 0.4.

-1

has a significant impact on the mobility in this particular
situation, as quantified in Fig. 2. It can also be inferred
from Fig. 3 that, as the particle is located closer to one of
the disks, the maximum error reduces monotonically and
eventually vanishes altogether as h — 1/2. The radius
of the disks Ry.x corresponding to the maximum error
increases monotonically with A and diverges to infinity for
h—1/2.

Consequently, it can be concluded that the superposition
approximation might generally work well except in the
region close to the mid-plane between the two disks where
the approximation fails to capture the correct trend of
variation in the mobility correction factor.

B. Description of flow field

The flow disturbances created by the point force
singularity pointing into a direction between the two
disks strongly depend on the vertical location h of the
singularity. In Fig. 4, the velocity streamlines and the
velocity magnitude have been evaluated for three values
of h while the radius of the disks is set to R = 1. The
corresponding results from finite element simulations in
the right panels show very good agreement with our semi-
analytical theory. For h = 0, the velocity field is symmetric
with respect to the mid-plane, as expected. We can also
observe the existence of small vortices located near the
disks. However, as the Stokeslet approaches one of the
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Figure 6. (a) Variation of the vertical position of the stagnation
point zp with increasing disk radius R for different vertical
locations h of the flow-inducing Stokeslet. (b) highlights
location of the stagnation points as we vertically traverse from
the bottom disk to the location (z, z) = (0,0.4) of the Stokeslet.

disks, this symmetric pattern is notably distorted. Due
to flow continuity, a corresponding enhancement in the
circulatory flow pattern is observed adjacent to the disk
farther away from the Stokeslet.

While the varying location of the Stokeslet essentially
gives an assessment of the wall-mediated flow hindrance,
the varying disk radius indicates the relative contributions
of the solid surfaces and no-obstacle zones in the z = +1/2
planes. Thus, to delve deeper into the flow patterns, we
have shown the velocity field for varying disk radius, but
for a fixed location of the Stokeslet in Fig. 5. Apparently,
the bigger vortex near the farther disk gets stronger with
increasing disk radius, and a corresponding suppression of
the other vortex occurs.

A systematic evaluation of the vortex existence and

location is performed by analyzing the vertical location zg
of the stagnation points that appear in the flow field at x =
0, here below the Stokeslet location for the demonstrations
in these figures. According to Fig. 6(a), such a stagnation
point will appear as the disk radius exceeds a low value.
This lower limit has been found as R = 0.4 and 0.3 for
h = 0.1 and 0.4, respectively. With further increase in
disk radius, the no-slip contribution in the flow field on the
surfaces of the disks begins to dominate the influence of
the stress continuity zone in the disk planes at z = £1/2
for r > R. The stagnation point moves further away from
the nearby disk with increasing radius R of the disks, as
portrayed in Fig. 6(b). Finally, in the limit of R — oo,
the location of the analyzed stagnation points does not
change any further and saturates to a constant value for
that particular vertical location h of the Stokeslet.

IV. CONCLUSIONS

To summarize, we presented a semi-analytical theory
that describes the flow field induced by a point-force
singularity acting parallel to two coaxially positioned
no-slip disks. We formulate the solution of the fluid
mechanics equations as a standard mixed boundary
value problem which we subsequently reduced into a
system of dual integral equations. We showed that the
solution methodology for the Green’s functions require
only one-dimensional numerical quadrature and thus
alleviating the need to solve the hydrodynamic equations
using direct discretization techniques in the whole three
dimensional spatial domain. Thereupon, we provided an
integral formulation of the leading-order correction to the
hydrodynamic mobility function of a point-like particle
and assessed the accuracy and appropriateness of the
simplistic superposition approximation. We found that this
approximation does well far away from the mid-plane but
can lead to as high a 20% error otherwise.

In the present contribution, we assumed for simplicity
that the point force is acting on the axis of the two
coaxially positioned rigid disk. It would be of great
interest to investigate the general situation of arbitrary
position within the finite-sized channel. We argue
that the dual integral equations formulation may prove
challenging in this situation thus requiring a fundamentally
different approach, e.g. using the Green and Neumann
functions supplemented by the edge function technique.
Additionally, it would be of interest to elaborate on the
remaining components of the mobility tensor including the
hydrodynamic coupling and rotational mobilities. These
aspects would be of big interest to be examined in a future
investigation.
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